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Executive Summary 

 

The Wf4Ever architecture defines a number of models, APIs, and services which, during the course of the 

project, have been realised through implementations in the Wf4Ever Toolkit. While the architecture provides 

for interoperability between Toolkit components, future applicability of Wf4Ever tools and services to new 

problems and domains depends - at least at a technical level - on the adaptability and extensibility of the 

overall architecture to both reimplementation of APIs by new services, and adoption of APIs by new clients to 

access existing and extended services. 

This document outlines the requirements for developing new applications ï that is, services and clients ï that 

are interoperable with the Wf4Ever architecture, with examples of two components that have been 

developed with Wf4Ever architectural compatibility in mind. It goes on to survey potential workflow-intensive 

applications which might be extended with Research Object functionality through adoption of the Wf4Ever 

Architecture, illustrated through examples that have been identified in various software tools, projects, and 

more broadly domains of application. 
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1 Introduction 

 

The Workflow4Ever (Wf4Ever) architecture defines a number of models, APIs, and services which, during 

the course of the project, have been realised through implementations in the Wf4Ever Toolkit. While the 

architecture provides for interoperability between Toolkit components, future applicability of Wf4Ever tools 

and services to new problems and domains depends, at least at a technical level, on the adaptability and 

extensibility of the overall architecture to both reimplementation of APIs by new services, and adoption of 

APIs by new clients to access existing and extended services. 

Section 2 introduces the fundamentals of compliance with the Wf4Ever Architecture, providing reference to 

the technical APIs and models that must be adhered to for interoperability. 

Section 3 provides two specific examples of tooling that has been developed with Wf4Ever and Research 

Object compatibility in mind. 

In Section 4 we survey potential extensions both to the Wf4Ever Architecture through new or extended 

services, and to other tooling that might gain interoperability with the Wf4Ever Architecture in the future. 

Firstly we look at the possibilities or reusing and extending core services from Wf4Ever ï myExperiment and 

ROHub ï in other situations, and then we discuss early stage work of applying the Wf4Ever architecture to 

other projects and software beyond that already in the Wf4Ever Toolkit. Finally we take a broader look at 

how the Wf4Ever Architecture might be further applied and extended in three domains ï the astronomy and 

bioinformatics fields already familiar to the Wf4Ever project, and to audio analysis research as applied within 

Music Information Retrieval and Computational Musicology, a new domain to which we are applying the 

Wf4Ever Architecture. 

Section 5 concludes the document. 
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2 Basic application compatibility with the Wf4Ever Architecture 

In this section we outline how new and existing software can be adapted to make use of Wf4Ever APIs. We 

focus on the development of new clients that access existing Wf4Ever services through their APIs. In this 

sense we are describing how clients can access, create, or enrich the research context encapsulated in 

Research Objects (ROs), which can then be shared amongst all RO-enabled services and tools according to 

the compatibility afforded by the Wf4Ever Architecture. 

 

2.1 Principles of simple client development 

 

The Wf4Ever architecture, as described in detail in [D1.3v2], adopted a RESTful [Fielding2000] approach for 

the design of its service APIs. 

This enables the development of relatively lightweight, simple, client software. All services are exposed as a 

set of inter-linked resources over HTTP, and a client ñfollows its noseò through the links to find other 

resources. The contract between client and server is, in effect, the set of media and link types the server 

signals are available, and which the client must ñunderstandò to be able to proceed and retrieve resources 

from the server and navigate to further linked resources. To some degree this allows a client to function with 

only a partial implantation of the full set of ñcallsò offered by the services ï that is, the client can ignore some 

link and media types if the software designer believes this appropriate; there is no need to fully a client fully 

matching all the operations offered by the service. This can be seen in specialisations (or partial 

implementations) of the RO API described later in this document. 

It also means that possible state transitions are, in effect, controlled by the server (though the actual 

movement from one state to another is taken by, and in, the client). Since resources, and the links between 

resources, can be manipulated at any time on the server, the client can only rely on what it has retrieved 

from the current resource and the links therein ï it must be a working assumption that the next time a 

resource is retrieved it may be different. 

While this adds considerable complexity to the design of the API (since consideration must not only be given 

to the intrinsic data structures, but also the means by which a client will need to access the state of the 

application) it removes much complexity from client design since it follows a path given to it by the server ï 

somewhat akin to a person following and interpreting web pages and links in a browser. 

2.2 API Compatibility 

 

To access Wf4Ever services clients must implement functionality compatible with the Wf4Ever APIs. In all 

cases these APIs require operation over HTTP, and so the use of an HTTP software library in the client 

implementers chosen programming language is recommended. In addition the client will need to behave 

accordingly to the media and link types served by the APIs (referenced below) and once a resource is 
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retrieved process the content within (see Section 2.3 below; most are RDF so similarly use of an RDF 

software library is recommended). 

The Wf4Ever architecture broadly provides APIs to services at two layers (Figure 2.2.1): those APIs provided 

by storage and lifecycle services which provide core functions around RO retrieval, creation, and enrichment; 

and the APIs provided by data management and analysis services which operate on top, or in addition, to 

the storage and lifecycle functions (i.e. the latter provide additional functionality that could not be achieved 

without the existence of the former). 

 

 

Figure 2.2.1 Layers in the Wf4Ever Architecture 

 

It should be noted that some services in the Wf4Ever Toolkit provide functionality through compatibility with 

multiple APIs. The RO Digital Library, for example, implements the RO, RO Evo, and User Management 

APIs amongst other. In this way interoperability is broadly at the granularity of APIs, rather than services, and 

there is no requirement for a client to support all the APIs offered by a service or vice versa. 

For those implementing client software, this implies two levels of compatibility: a basic ñread-onlyò 

compatibility for retrieving content from the storage and lifecycle services and accessing functionality 

provided by the data management and analysis services; and more complex ñread-writeò functionality 

whereby the client is uploading new content to the storage and lifecycle services. 

For implementers of server software there is a similar spread of compatibility options: of ñdrop inò services 

that precisely replace or provide an alternative to those in the Wf4Ever Toolkit, requiring exact and full 

reimplementation of the all the Wf4Ever APIs implemented by a specific service in the Wf4Ever Toolkit; new 

services which fully implement Wf4Ever APIs but in a different combination to services in the existing 
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Wf4Ever Toolkit; and new services which, to take advantage of interoperability with existing Wf4Ever clients, 

adapt only some of the Wf4Ever APIs, or perhaps implement only a part of a Wf4Ever API. A good example 

of this flexible compatibility is the Overlay RO service described later in this document. 

The Wf4Ever APIs are documented fully in [D1.3v2]; however we list them here for reference: 

¶ RO API 

¶ RO Evo API 

¶ Checklist Evaluation API 

¶ Stability Evaluation API 

¶ Recommendation API 

¶ Workflow Abstraction API 

¶ Workflow Runner API 

¶ Workflow-RO Transformation API 

¶ User Management API 

 

2.3 Data structure (model) compatibility 

 

While the APIs outlined above (and detailed in [D1.3v2]) define the resources exposed by Wf4Ever-

compatible services and patterns of linking between those resources, once a client has retrieve a resource 

the content will be encoded according to the schemas provided by the Wf4Ever models ï and a client must 

be able to decode this content according to the model, which also describes the semantic ñmeaningò of the 

data. Similarly, any service implementing an API must also encode its resources according to these models 

to afford interoperability with the Wf4Ever architecture. 

The core model for all Wf4Ever services and APIs is the Research Object model. Research Objects (ROs) 

aim at providing support for the description of scientific investigations in a machine readable format. In 

addition to the scholarly article that reports on the results of the research investigation, a Research Object 

encapsulates other resources that enable and promote the reuse, interpretation and reproducibility of such 

investigation results. The RO Model is more fully described in [D2.2v2]. 

A special type of Research Objects are Workflow-Centric Research Objects, targeted towards investigations 

carried out using scientific workflows. Figure 2.3.1 illustrates a coarse-grained view of a workflow-centric 

Research Object, which aggregates a number of resources, namely: a workflow template, which defines the 

workflow; workflow runs obtained by enacting the workflow template other artefacts which can be of different 

kinds, e.g., a paper that describes the research, datasets used in the experiments, etc.; annotations 

describing the aforementioned elements and their relationships.  
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Figure 2.3.1 An overview of the RO Model 

 

Workflow-centric ROs are encoded using RDF, according to a set of ontologies published by the Wf4Ever 

project, and described in more detail in [D2.2v2]. 

Further compatibility and interoperability, beyond the standards defined by Wf4Ever, is achieved through 

reuse of existing ontologies and schema. As with myExperiment packs, Research Objects use the Object 

Exchange and Reuse (ORE) model1 to represent aggregation. ORE defines standards for the description 

and exchange of aggregations of Web resources. Using ORE, a workflow-centric RO is defined as a 

resource that aggregates other resources, i.e., workflow(s), provenance, other objects and annotations. The 

RO model also uses the Annotation Ontology2 to specify annotations, and uses and adapts the PROV-O 

ontology3 for specifying workflows, their workflow runs and the evolution of Research Object. 

The core RO Ontology4 fir specifying Research Object Aggregations is supplemented with extension 

ontologies (Figure 2.3.2) including Wfdesc5 for specifying workflow descriptions, Wfprov6 for specifying 

workflow runs, and ROEvo7 for specifying evolution of research objects. The specifications for these 

ontologies can be found in the footnotes provided, with a richer description again found in [D2.2v2] and 

related deliverables. 

                                                      

1 http://www.openarchives.org/ore/1.0/ 

2 http://www.openannotation.org/ 

3 http://www.w3.org/TR/prov-o/ 

4 http://purl.org/wf4ever/ro 

5 http://purl.org/wf4ever/wfdesc 

6 http://purl.org/wf4ever/wfprov 

7 http://purl.org/wf4ever/roevo 
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Figure 2.3.2 The abstract model of Research Objects, and the ontologies that realise it 
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3 Building upon the Wf4Ever Architecture: Case Studies 

 

A further advantage of adopting REST and Linked Data approaches for our architecture is the relative ease 

with which specialisations and extensions can be built upon the core Wf4Ever Architecture while still 

maintaining compatibility with existing components through our core APIs and models (as described in 

Section 2). 

In this section we provide two examples of software developed within the project that illustrate the 

adaptability and extensibility of the core Wf4Ever architecture, and provide a model for potential future 

developments in a similar vein. 

3.1 Case Study: Adapting the Checklist Service for generic Linked Data 

 

The Research Object model and API has been developed within the Wf4Ever project as a kind of 

"information bus" for workflow curation and preservation services. The checklist evaluation service was 

designed to integrate with other Wf4Ever services through this. We identified some further scenarios in which 

it would be useful to benefit from the information sharing capabilities of ROs separately from the curation and 

preservation aspects. An example of this was using the checklist service to test completeness of chemical 

descriptions extracted from Wikipedia [Zhao2013]. 

The REST and linked data basis of the Wf4Ever architecture, and the consequent web-centred nature of our 

RO implementation, allowed us to create an alternative partial implementation of the RO API that could be 

used to create "Overlay ROs". That is, Research Objects that exist as an overlay of linked data on the Web, 

rather than as a collection of artifacts and metadata in a repository (Figure 3.1.1). Using this service, we are 

able to create resources that look and behave sufficiently like Research Objects that the checklist service 

can be applied to them without modification. An added benefit of this approach was that temporarily 

Research Objects can be created on-the-fly very quickly, as required, dramatically lowering the overhead 

(compared with creating preservation structures) of creating resources that can be presented for processing 

or analysis by Research Object services. For example, Figure 3.1.2 illustrates one of the multiple potential 

Overlay ROs that can be created over a collection of linked data describing some workflow-based 

experiment. 

 

 

Figure 3.1.1  The Overlay RO Service 
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The Overlay RO service is implemented as part of the RO Manager software package, and shares some of 

its code, but is otherwise a stand-alone web service with a REST style interface. It also provides a simple 

command line client that can be used to create and destroy Overlay ROs from shell scripts. More detailed 

information about the Overlay RO service use and implementation is available online8. 

 

 

Figure 3.1.2  An example Overlay RO created over linked data describing an experiment 

 

A key feature of the Overlay RO service is that, once a Research Object has been created by this service, it 

provides a new URI that responds to the RO access (i.e. read-only) aspects of the RO API9. This consists 

primarily of returning a Research Object manifest when an RDF representation of the Research Object is 

requested10; access to the aggregated resources and annotations is then performed by using simple HTTP 

requests to follow links contained in the manifest, which in turn refer to the linked data resources which 

comprise the Overlay RO. 

While this feature does not specifically add any new functionality, it does enable the application of existing 

functionality to new data sources ï that existing RO-based functionality can be applied to arbitrary linked 

data on the web, and that some of that functionality can be accessed using fewer system resources than 

                                                      

8 https://github.com/wf4ever/ro-manager/blob/master/src/roverlay/roverlay.md 

9 http://www.wf4ever-project.org/wiki/display/docs/RO+API+6 

10 cf. http://www.wf4ever-project.org/wiki/display/docs/RO+API+6#ROAPI6-GetaResearchObject 

https://dl-web.dropbox.com/get_htmlified/Wf4Ever/deliverables/m36/D1.5/D1.5-section-3.1.md?w=AADuOw-OHT0CTyTZZyr7VNgtWZSNiMmBFoXSKshpJN87rg
https://dl-web.dropbox.com/get_htmlified/Wf4Ever/deliverables/m36/D1.5/D1.5-section-3.1.md?w=AADuOw-OHT0CTyTZZyr7VNgtWZSNiMmBFoXSKshpJN87rg
https://dl-web.dropbox.com/get_htmlified/Wf4Ever/deliverables/m36/D1.5/D1.5-section-3.1.md?w=AADuOw-OHT0CTyTZZyr7VNgtWZSNiMmBFoXSKshpJN87rg
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might be needed for creating a new repository object. We have used this service to create Research Object 

structures encapsulating context for the Wf4Ever checklist service to evaluate web resources that are not 

otherwise part of any Research Object. 

 

3.2 Case Study: Taverna Data Bundles 

 

Several enhancements have been made to Taverna during the Wf4Ever project, particularly regarding 

features to support provenance; to ease compatibility and integration with the Wf4Ever Architecture these 

were implemented using specialised derivatives of ROs which ï at the API level ï can then be exchanged 

with other Wf4Ever services such as ROHub and myExperiment (at the UI level specialisations have been 

made to display the pertinent information to the user, as described below). In this section we describe these 

developments as an illustration of developing RO specialisations while retaining compatibility with the core 

Wf4Ever Architecture. 

3.2.1 Taverna PROV plugin 

 

The Taverna workflow system has a provenance capture mechanism that records execution of individual 

processes and their intermediate inputs and outputs, as well as execution data for the overall workflow 

[Missier2010]. The provenance capture is possible thanks to Tavernaôs flexible execution architecture 

[Missier2010-2] and does not require any changes to the workflow definition. 

This provenance data is in Taverna stored in an internal database, but can be exported as RDF in either 

OPM [Moreau2011] or the custom Janus format. While these formats did capture the general provenance of 

a workflow run, several issues were identified11 that meant the output was not complete or suitable for 

workflow preservation as envisioned within the Wf4Ever project. 

As the W3C PROV data model was being standardized, we further developed the Taverna-PROV12 plugin in 

order to expose a trace of the workflow run in a more detailed, yet standardized PROV-O format13. This 

solved many of the issues previously identified, including the assignment of globally unique identifiers to 

workflow data items. 

One of the challenges that we faced was that a workflow run canôt be viewed in isolation. Taverna workflows 

can be executed on a Taverna Server (invoked through the Wf4Ever Workflow Execution Service or custom 

web portals such as developed by the BioVel project), but also on the command line and on the desktop 

                                                      

11 http://dev.mygrid.org.uk/wiki/display/developer/2011-06-23+Provenance+export+to+OPM+and+Janus 

12 https://github.com/wf4ever/taverna-prov 

13 http://www.w3.org/TR/prov-o/ 

http://dev.mygrid.org.uk/wiki/display/developer/2011-06-23+Provenance+export+to+OPM+and+Janus
https://github.com/wf4ever/taverna-prov
http://www.w3.org/TR/prov-o/
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using the Taverna Workbench. This means there is no central location for executions or for resolving 

workflow results.  

Additionally workflow definitions can be modified before execution (e.g. last-minute tweaks or configurations), 

without necessarily sharing that final definition in workflow repositories like myExperiment or the RO Digital 

Library.  

3.2.2 RO Bundle 

With the Workflow Execution Service, we explored how a Workflow Run on a Taverna Server can be 

exposed as its own (nested) Research Object, which content showed the workflow inputs, outputs and 

PROV-O trace. We wanted to make this technique applicable also to desktop users of Taverna, so that 

workflow results and their provenance can be shared and preserved directly from the Workbench without 

having to execute the workflow again through the Workflow Execution Service.  

We therefore specified the RO Bundle14 format, which can be seen as a serialization of a Research Object 

and its content. An RO Bundle is effectively a structured ZIP file, with a JSON-LD15 manifest that follows the 

Research Object data model, adding provisions for annotations, provenance and annotations of resources. 

These resources can be embedded within the ZIP file or aggregated from external sources by using URL 

references. 

An RO Bundle is thus a self-contained research object that can be transferred, copied, explored and 

modified without requiring any RO-aware tooling or infrastructure beyond support for ZIP and JSON, which is 

commonly available.  

An RO Bundle created from an RO that exists in a Digital Library can be viewed as a separate snapshot, and 

can embed its own provenance to indicate that it came from a digital library (using the roevo model). The 

reason the RO Bundle is not considered to be óequalô to the originating RO is that as a standalone file, the 

bundle has been detached from the digital library and can potentially be copied, moved or even changed by 

users (not unlike a Word document downloaded from a web page). 

We have declared several identification schemes16 for Linked Data applications that need absolute URIs to 

identify resources within an RO bundle, the chosen scheme depends on which level of mutability is 

acceptable (e.g. based on its location on the web or the SHA checksum of the downloaded ZIP file). Within 

the RO Bundleôs manifest and annotations, references are always paths relative to the root of the ZIP file and 

are thus valid independent of the scheme chosen to interpret the RO Bundle. 

                                                      

14 https://w3id.org/bundle 

15 http://json-ld.org/ 

16 https://w3id.org/bundle/#absolute-uris 

https://w3id.org/bundle
http://json-ld.org/
https://w3id.org/bundle/#absolute-uris
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3.2.3 Taverna Data Bundle 

We have specialized the RO Bundle to define a Taverna Data Bundle, which specifies fixed folders for 

inputs, outputs and intermediate data, in addition to a copy of the workflow definition and the workflow run 

provenance trace. 

We have since modified the Taverna PROV plugin to export Data Bundles, and thus a workflow run can be 

saved as a single ZIP archive. This bundle includes: 

¶ Workflow inputs per parameter (content or external URL) 

¶ Workflow outputs (per parameter) ï this might be a list, represented as numbered entries within a 

folder 

¶ Intermediate values (identified by a UUID) 

¶ Workflow definition in Taverna 3ôs SCUFL2 Workflow Bundle17 format 

¶ Workflow run provenance (PROV-O and wfprov) 

¶ Annotation on the workflow definition with the abstract workflow structure (wfdesc) 

¶ Manifest with metadata about each resource, such as their creation time and media type 

Data bundles can be expanded as normal ZIP files, and thus this representation of workflow runs supports 

both programmatic access of RO Bundles and manual exploration by simply browsing the file content.  

3.2.4 Support for RO bundles 

We have modified the RO Digital Library and myExperiment services to support RO Bundles. The 

approaches taken vary between the two repositories: 

¶ When uploading a file to the RO Portal, the ticking ñRO bundleò will enable unpacking of the data 

bundle into a nested, secondary research object that exposes the full content of the RO bundle and 

its annotations. This code has no custom handling the Taverna data bundle, but the user can 

navigate through inputs, outputs and workflow definition as the bundle is structured. The original 

bundle is uploaded to the outer RO, from where the user can click to ñzoom inò to the nested RO. 

The RO portal is thus loading the RO Bundle as a serialized research object. 

¶ When uploading an RO bundle to the myExperiment and setting its type to ñWorkflow Runò, Taverna 

will explore the bundle and extract key resources that are then added to the outer RO. These 

resources include the workflow run provenance, facilitating browsing of the workflow run down to its 

start/stop times, workflow inputs and outputs, and individual process executions. myExperiment is 

thus loading the data bundle by having deeper knowledge of its specific structure. 

                                                      

17 http://dev.mygrid.org.uk/wiki/display/developer/Taverna+Workflow+Bundle 

http://dev.mygrid.org.uk/wiki/display/developer/Taverna+Workflow+Bundle
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¶ myExperimentôs digital library can synchronize with the RO digital library, where the RO bundle 

provides a one-shot upload of all resources contained by an RO, thus avoiding multiple uploads of 

research objects with many embedded resources.  

 

We have additionally created standalone Java libraries for creating and modifying RO bundles18 and Taverna 

Data Bundles19. These are based on the Java 7 File API, and is used by the Taverna-PROV plugin when 

exporting data bundles. 

Using this API, data bundles have been integrated in alpha versions of Taverna 320, where it allows users to 

save and load workflow runs from within the workbench, thus facilitating an exchange of workflow results 

between Taverna installations. This implementation is independent of the Taverna PROV plugin and adds an 

additional JSON resource, the workflow run report, which is structured around the execution tree of a 

Taverna workflow. This can be seen as Tavernaôs native version of the workflow provenance, and can be 

processed as JSON-LD to form the more general wfprov trace of the execution, which myExperiment can 

display as a workflow run. 

We have explored the use of data bundles for the workflow ñIdentification of diseases similar to DMD using 

concept profilesò21; Figure 3.2.1 shows the content of one of the data bundles produced by running this 

workflow22. 

 

   

Figure 3.2.1 Content of Data Bundle RO 

 

                                                      

18 https://github.com/wf4ever/robundle 

19 https://github.com/myGrid/databundle 

20 http://www.taverna.org.uk/developers/work-in-progress/taverna-3/ 

21 http://alpha2.myexperiment.org/packs/559/ 

22 http://alpha2.myexperiment.org/rodl/ROs/Pack559/annotate_a_gene_list_v1.bundle.zip  

https://github.com/wf4ever/robundle
https://github.com/myGrid/databundle
http://www.taverna.org.uk/developers/work-in-progress/taverna-3/
http://alpha2.myexperiment.org/packs/559/
http://alpha2.myexperiment.org/rodl/ROs/Pack559/annotate_a_gene_list_v1.bundle.zip
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3.2.5 Future of RO bundles 

One of the reasons for building RO bundles on top of existing formats is that it should ease integration in 

third-party tools. For instance, we want Taverna data bundles to be possible to create by web portals that 

execute workflows, and for preserved workflow runs to be understandable for clients who are not Taverna. 

Our two integrations of the RO bundle has explored how it can be interpreted as both a general research 

object and a specific serialization of a workflow run. 

We have ongoing contact with other projects to further explore how the RO Bundle format can be used as a 

mechanism of exchanging research objects, several of which are discussed in Section 4.1.6.  
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4 Potential extensions in workflow-intensive applications 

In this section we provide examples of applications that have already demonstrated how potential 

applications and extensions to the Wf4Ever Toolkit and Architecture can be applied, in the future, to specific 

environments and domains. 

While not an exhaustive list of all possible opportunities, we have provided examples initiated by Wf4Ever 

partners where some work has already been undertaken and as such can provide an informed position 

about realistic potential for development. 

These are realised by way of a variety of examples: through new deployments of the existing tools of 

myExperiment and the ROHub; through collaborations with specific projects including SCAPE, TIMBUS and 

ISA; through potential extensions to existing workflow systems; through new projects with Research Object 

lineage such as Annalist; through potential extensions in the Wf4Ever domains of astronomy and 

bioinformatics; and through new application to the domains of musicology and music information retrieval. 

4.1 Service and tool extensions and compatibility 

4.1.1 myExperiment 

 

The myExperiment main site ï known locally as the mothership - is currently in use by a number of third 

parties and other projects (over 7,500 registered users). During the course of the Wf4Ever project, work was 

undertaken to enable myExperiment integration with the Wf4Ever architecture: both in terms of accessing 

Wf4Ever architecture services and data to provide an enriched user experience through an extended 

myExperiment UI; and providing access to myExperiment data in a manner compatible with Wf4Ever APIs. 

The software running on the myExperiment mothership is periodically updated with bugfixes and new 

features from the principle code developed in the myExperiment development repository referred to as  

trunk. The additional development effort contributed through Wf4Ever leaves a legacy in two branches of the 

myExperiment codebase: 

¶ In the packs branch a specialist user interface has been developed for the Wf4Ever project to take 

advantage, and explore the implications, of serving Research Object to users. This includes UI 

elements extended with functionality provided by other Wf4Ever services such as the Checklist 

service and Wf-RO. Development of the packs branch has been kept as close to the code in trunk as 

possible ï the last synchronisation of packs to trunk took place in November 2013 - which ensures 

the application of the packs branch to any project or service familiar with the myExperiment service 

should be as simple as possible. 

¶ In the ro branch API level compatibility with the Wf4Ever architecture is provided through an 

implementation of the RO API, which means that Wf4Ever client software such as RO Manager can 

potentially access ROs formed of myExperiment content. The ro branch is a subset of the packs 

branch, and while it doesnôt contain the Wf4Ever UI specialisations, the nature of these ñback endò 
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enhancements has made it possible to merge them into the trunk of the myExperiment codebase, 

and to migrate the mothership to this trunk code (including the ro branch work) in November 2013. 

This means that projects using the myExperiment mothership will be able to easily adopt other 

existing Wf4Ever client software, upload and download ROs from myExperiment, and through the 

interoperability provided by the Wf4Ever Architecture adapt and write extensions to the architecture 

(e.g. the Overlay ROs described in the previous section). While the ro branch does not include the 

full interface to ROs provided by the packs branch it provides the foundations for future projects to 

build upon the ñvanillaò myExperiment while enabling RO compatibility. 

 

Such users of the service include the SCAPE (SCALable Preservation Environments23) project which 

currently uses myExperiment to share and publish preservation components (units of functionality used in 

workflows supporting preservation actions on digital resources). The BioVEL (Biodiversity Virtual e-

Laboratory24) project also uses myExperiment to publish workflows in the field of Biodiversity Resesarch. The 

RO-enabling of myExperiment will provide additional functionality supporting rich annotations that will 

facilitate curation of those artefacts. 

4.1.2 ROHub 

 

ROHub comprises the Research Object Digital Library (RODL) system, along with a web client application 

(RO Portal).  

RODL realizes the backbone services of Wf4Ever architecture for the storage, lifecycle management and 

preservation of research objects. Hence, following Wf4Ever architecture structure defined in terms of models, 

APIs and services, RODL implements a set of APIs that interoperate through the RO and related models, the 

data structures that encode the concepts and relationships of information. In particular, it implements the full 

RO API, the RO Evolution API, the notification API, and provides also  a SPARQL endpoint,, a Solr REST 

API and a custom User Management API. A high level diagram of RODL internal components is illustrated in 

Figure 4.1.1. 

                                                      

23 http://www.scape-project.eu/ 

24 http://www.biovel.eu/ 
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Figure 4.1.1 RODL internal component diagram 

 

RO Portal is a web client application developed alongside RODL, which realizes the access & usage 

functionalities prescribed by Wf4Ever architecture, exposing all RODL functionalities to the users.  

A live installation of ROHub is running in Wf4Ever Sandbox25, were users and developers can try and test 

both components, RODL and RO Portal. Typically, users will access ROHub via the RO Portal main page, 

which can be seen in Figure 4.1.2.  After the end of the project, PSNC will keep running this live installation 

of ROHub for its demonstration towards the potential uptake in other organizations and projects in the future.  

                                                      

25 http://sandbox.wf4ever-project.org 

http://sandbox.wf4ever-project.org/portal
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Figure 4.1.2 RO Portal main page 

 

Research Objects provide the means for aggregating different types of related content, along with the 

context of the experiments/investigations where they were used. They are agnostic to the type of content and 

therefore they can be used in many different domains. Moreover, the resources aggregated can be just 

references to external content, which is very useful for aggregating large resources, such as those in Platon 

TV (see below).  The usage of annotations in Research Objects to provide detailed and explicit information 

about resources, in machine-readable format, is also a key benefit for their adoption, as they can help in 

understanding the associated experiments, thus fostering their sharing and reusability. 

RODL provides a holistic approach to the preservation of such aggregated information sources, despite the 

type or nature of these resources. As a result, RODL can act as rich backend not only for scientists and 

researchers but also for librarians and potentially other communities interested in the aggregation of 

heterogeneous information sources with the rigor of digital librariesô best practices, such as educators or 

medical practitioners.  

Accordingly, PSNC has already identified different potential opportunities for the uptake of ROHub and 

started working on them.  For instance, QosCosGrid26 is a middleware stack developed by PSNC that offers 

advanced job and resource management capabilities delivering to end users supercomputer-like 

performance and structure. It is used on daily basis by many researchers in Poland coming from various 

research domains, such as quantum chemistry, nanotechnology, metallurgy, astrophysics and 

                                                      

26 http://www.qoscosgrid.org 
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bioinformatics, for making complex computations. Many of these computations are usually part of larger 

experiments, and may be described with a scientific workflow. We aim to create Research Objects from 

these experiments, capturing essential information about them to facilitate their reusability, reproducibility 

and better understanding, as well as to monitor their quality (e.g., they can run, and all the needed 

components are accessible). 

Another example is Platon TV27, a Polish national platform developed and maintained by PSNC offering 

interactive science HD television over PIONIER network, which is based on high definition digital content for 

education and popularization of science and telemedicine. We aim to create workflow-empty Research 

Objects for these high-quality multimedia contents, capturing essential information about their context and 

using external references to the actual content that may be very large.  This will enable us to provide a better 

overview of the content to the users, and also to reach potentially many different scientific domains as well 

as the education sector. 

Also as mentioned in [D8.5v2], PSNC is also in discussion with researchers at the Department of Cancer 

Immunology from Poznan University of Medical Sciences, and at the Institute of Bioorganic Chemistry, 

regarding the usage of ROHub for the management and preservation of Research Objects created from their 

scientific investigations. These research objects will enable not only to facilitate the reusability and 

reproducibility of their experiments but also as the means for sharing, publishing and preserving them.  

Finally, PSNC together with other polish organizations are on the second round of application for a large 

national project where ROHub would be reused and adapted. As part of the project work plan, Research 

Objects will be built from investigations related to the development of novel biomarkers for early detection 

and monitoring of breast cancer therapy, and maintained in ROHub for their sharing, publication, citation and 

preservation. 

 

4.1.3 SCAPE Project 

 

SCAPE is an EU-funded project which is directed towards long term digital preservation of large-scale and 

heterogeneous collections of digital-objects. Its aims are to develop scalable services for preservation 

planning and preservation actions on an open source platform. These services will be based on a framework 

for automated, quality assured work-flows, which will be elaborated and tested during the project runtime. A 

policy-based preservation planning tool and an automated watch system will ensure a secure and targeted 

implementation of institutional preservation strategies. 

The UK Science and Technology Facilities Council (STFC28) are one of Europeôs largest multi-disciplinary 

research organisations, with a goal is of delivering World Class Research, Innovation and Skills for the 

                                                      

27 http://tv.pionier.net.pl/ 

28 http://www.stfc.ac.uk/ 
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benefit of the United Kingdom and its people ï and for the world more broadly. Within the SCAPE project, 

STFC are considering the use of Investigation Research Objects (IROs) to assist in organisation and 

management of research data and datasets. STFC operate a number of specialist facilities with similarly 

focussed software products -- initial tooling will likely be based on this existing infrastructure (such as the 

ICAT metadata catalogue29). There are potential opportunities here for the use of the Wf4ever RO models as 

an export or exchange format for IROs. Validation and verification are key functionalities here -- the Wf4ever 

checklist evaluation service is thus also of potential relevance. Evolution models (as supported by the ro-evo 

model) are also required. 

 

4.1.4 TIMBUS Project 

 

The EU-funded TIMBUS (Timeless Business processes and Services30) project focuses on resilient business 

processes. It will make the execution context, within which data is processed, analysed, transformed and 

rendered, accessible over long periods. Furthermore, continued accessibility is often considered as a set of 

activities carried out in the isolation of a single domain. TIMBUS considers the dependencies on third-party 

services, information and capabilities that will be necessary to validate digital information in a future usage 

context. 

The TIMBUS approach deals with preserving possibly non-formalised processes, mostly by modelling the 

process and its context, and preserving the process execution environments. In particular their context model 

is described in terms of three different layers: Business, Applications and Technology. Business layer 

includes organizational structure, people, business processes, operational indicators; application layer 

includes services and components; and technology layer includes deployed software applications and 

services, hardware nodes and communication nodes. They consider very generic notion of process, and 

focuses in a detailed description of the execution environment. 

On the other hand, the Wf4Ever approach addresses the preservation of a more concrete case of formalized 

processes (workflows), the aggregation and linking of these resources with related artifacts (e.g., datasets 

used/produced, provenance), as well as the annotations on these resources. For this task, Wf4Ever defined 

Research Objects as the container of resources that bundles together contents of a research work. 

Therefore the two main constructs at the core of the Research Object model are aggregation and annotation.  

As such, while both the TIMBUS context model and Wf4Ever RO model deal with the description of 

processes, they are distinct in their approaches and complementary in combination. For instance, the 

TIMBUS context model can be used to describe in great detail different aspects of a process, specially the 

                                                      

29 http://code.google.com/p/icatproject/ 

30 http://timbusproject.net/ 
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execution environment, whereas the RO model can be used to bundle together the processes with other 

resources of the research context, as well to describe them with annotations.  

In this way these two models address complementary aspects associated with process preservation. The 

TIMBUS context models deals with the aspects of reusability, reproducibility and traceability, and the RO 

model complements these aspects and provides also means for attribution, understandability and curation. 

 

Figure 4.1.3 The RO from the TIMBUS collaboration in ROHub 

 

The complementarity of these models was demonstrated and proven in the context of a joint tutorial between 

TIMBUS and WfEver, presented at the iPRES and TPDL conferences, with a screencast of the resulting 

demonstrator available online31. The tutorial started with the introduction to the needs for preserving not only 

data but also processes, the challenges associated to their preservation; then the TIMBUS context model 

was presented and exemplified how to model the different layers (i.e., business, application, technology) of a 

process with a running example related to the preservation of music genre classification experiment; then the 

RO model was presented and illustrated how to create a Research Object from the same running example 

and how this object provides the means for attribution, understandability and curation; then we demoed the 

complete process for creating, managing and preserving the Research Object using RO management tools 

(Figure 4.1.3), in particular we demoed RODL, RO portal, Wf-RO service and Quality service; finally we 

                                                      

31 http://purl.org/wf4ever/music-ro-screencast 
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presented more detailed aspects related to the citation of different types of data, which tackles for instance 

the external references that can be used in a Research Object. 

 

4.1.5 Collaboration: ISA Tools, GigaScience, and Nanopublications  

 

This collaboration, which is already in progress, is a hand-on exercise of reproducing a GigaScience paper. 

Teams from ISA Tools32, GigaScience,33, Nanopublications34, and Wf4Ever are investigating the best 

practices of combining several state-of-the-art scholarly communication data models for enhancing 

computational research publications. The aim is to understand how these models could work together and 

complement each other by performing a hands-on exercise of reproducing a GigaScience paper. The initial 

finding has been presented and well-received in the workshop of 'What bioinformaticians need to know about 

digital publishing beyond the PDF' at the annual ISMB conference. As part of the outcomes of this study we 

will generate an RO that will aggregate all the resources generated by each team using the RO manager 

tool, since this provides more flexibility to annotate the elements within the RO. This RO will then be viewed 

within ROHub, and potentially the RO-enabled myExperiment (uploadable to the mothership with ro branch; 

or extended UI capabilities through the packs branch; see section 4.1.1). A journal paper publication is also 

being prepared and anticipated as an outcome of this work. 

 

4.1.6 RO support in alternative workflow systems 

 

One of the reasons for building RO bundles (Section 3.2) on top of existing formats is that it should ease 

integration in existing third-party tools. These tools might not be built on a semantic web stack or have a web 

service architecture, but would nevertheless benefit from the ability to generate, exchange and interpret 

research objects. 

For instance, the Taverna Workbench uses RO bundles to exchange workflow runs and their provenance 

from a desktop application (Section Error! Reference source not found.) without requiring contact with a 

RO-aware server.  We have envisioned such RO bundles to be a common exchange formats for other 

workflow systems, reusing the common Wf4Ever Research Object models (ro, wfdesc, wfprov). Thus these 

systems can adapt the Wf4Ever approach without necessarily standing up their own Wf4Ever services, but 

remain compatible with the Wf4Ever architecture. This enables a gradual adaptation path of research objects 

and Wf4Ever. 

                                                      

32 http://isa-tools.org/ 

33 http://www.gigasciencejournal.com/ 

34 http://nanopub.org/ 
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We have ongoing contact with other projects to further explore how the RO Bundle format can be used as a 

mechanism of exchanging research objects: 

MG-RAST35 by the Argonne National Laboratory is an automated analysis platform for metagenomes 

providing quantitative insights into microbial populations based on sequence data. An executed metagenome 

analysis is displayed as an interactive report on the web where users can filter the data and to further 

queries. The dataset underpinning such an analysis has been generated by an AWE workflow on the MG-

RAST grid infrastructure. 

¶ The first planned experiment with MG-RAST is to export an AWE workflow run as a Data Bundle and 

import it in Taverna 3 in order to browse the results and intermediate values. In order to achieve this, 

AWE will export its workflow run provenance in a JSON-LD format that can be interpreted as wfprov, 

and its workflow definition in a JSON format that can be interpreted as wfdesc. We have already got 

a translation of the AWE workflow definition to Taverna 3ôs format SCUFL236, which can be exposed 

as wfdesc.  

¶ The second planned MG-RAST experiment is to use RO bundles as a way to download and 

exchange a full metagenome dataset with embedded provenance of its origin and producing 

workflow. This experiment will explore the propagation of this provenance trace from MG-RAST and 

browse the content in the RO portal and myExperiment. 

¶ The third experiment is to modify the HTML report of the MG-RAST analysis to include research 

object metadata embedded with RDFa, as we have previously explored in the Research Object37 

ñCommon Motifs in Scientific Workflowsò. 

The SHIWA38 workflow project (FP7) and ER Flow workflow system have defining the Virtual Data 

Object (VDO) as a mechanism to achieve data interoperability between ER-Flow and other workflow 

systems. The ER-FLOW Virtual Data Object specification39 explains how VDO are specializations of 

Research Objects: 

It should be noted that scientific workflows typically consume and produce data sets 

composed by multiple data entities. A VDO is therefore able to generate a set of data 

entities, which logical connection lies in the fact that they were produced through a same 

workflow execution. Compared to the Research Objects, VDOs and their instantiation are 

two facets of data that may (or may not) be found in research object aggregates. In 

                                                      

35 http://metagenomics.anl.gov/ 

36 https://github.com/stain/scufl2-awf 

37 http://www.oeg-upm.net/files/dgarijo/motifAnalysisSite/ 

38 http://www.shiwa-workflow.eu/ 

39 https://documents.egi.eu/public/ShowDocument?docid=1740 

http://metagenomics.anl.gov/
https://github.com/stain/scufl2-awf
http://www.oeg-upm.net/files/dgarijo/motifAnalysisSite/
http://www.shiwa-workflow.eu/
https://documents.egi.eu/public/ShowDocument?docid=1740
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addition, VDOs do not include all sort of related information such as data analysis 

conclusions and publications. 

A VDO can be viewed as a specific realization of research objects that is much closer to the execution 

environment. VDOs the IWIR language for specifying an interoperable workflow format. Unlike wfdesc, which 

is an abstract model for primarily communicating the purpose of a workflow to humans, IWIR is an 

executable format that can be converted from/to the native execution formats of workflow engines. It can be 

considered more of an executable ñworkflow bytecodeò as it would for instance explicitly expose loops and 

iterations, but at the cost of no longer having as easily identifiable targets for user annotations as in wfdesc. 

We have earlier explored conversion of Taverna workflows to IWIR40 for the purpose of interoperable 

workflow execution, and are now discussing with SHIWA developers further work on exploring description of 

execution environments and joining efforts on serialization of workflow runs. One such approach would be a 

service that can ñenrichò a Data Bundle to also be an executable VDO, or the opposite direction.  

The Galaxy platform41 allows data-focused analysis in biomedical research in a step-by-step approach. The 

details of the operations performed is kept in an associated history, and can be used as a basis for forming a 

Galaxy workflow definition for repeated use. Additionally, a workflow execution can be exposed as a Galaxy 

Page, a report with live embedded data. Galaxy workspaces and Galaxy pages are in many ways types of 

research objects, but canôt be integrated with other systems in their current form. We are therefore exploring 

how to modify the Galaxy software to produce and import RO Bundles as an exchange mechanism of the 

workspace, embedding the history as a provenance trace, in addition to recording metadata about the 

execution environment that is currently explicit, such as versions of tools used. 

We have already produced a way to embed a Taverna workflow system as a component within Galaxy, this 

functionality is available through the myExperiment website. We have however not yet integrated Tavernaôs 

provenance with Galaxy, and a further explorative path here is to interpret Tavernaôs RO Bundle in order to 

optionally expose the Taverna processes and their intermediates within Galaxy, as these would otherwise be 

isolated within the Taverna component.  

 

                                                      

40 https://github.com/stain/scufl2-iwir 

41 http://galaxyproject.org/  

https://github.com/stain/scufl2-iwir
http://galaxyproject.org/


D1.5 Opportunities for applying Wf4Ever Architecture and Technologies Page 31 of 40 

2013 © Copyright lies with the respective authors and their institutions. 

 

4.1.7 Annalist project for linked data creation 

 

The Wf4Ever project created three strands of tools for creating and sharing Research Objects: 

1. RODL: a preservation and publication platform for Research Objects, built on an existing repository 

system (dLibra) 

2. myExperiment: an extension of the existing myExperiment web platform for creating and sharing 

workflow-oriented Research Objects 

3. RO Manager: a command line tool for creating Research Objects in a local file system, and 

exchanging them with repositories via the RO API42 

The first two of these are substantial infrastructure components for particular target environments. The third 

is a very lightweight tool that lends itself to diverse uses, but is more suited for use by developers than end-

users. A requirement that has been raised on a few occasions is for an easy-to-use tool for users to create 

arbitrary Research Objects (i.e. aggregation of resources) and associated annotations. 

The nascent Annalist43 project is intended to fill a niche in the landscape of linked data tools, aiming to 

occupy a space between generic developer-oriented tools such as RO Manager and more goal-oriented 

infrastructure such as RODL or myExperiment. It aims to be a general purpose tool for creating linked data 

on the web, including Research Objects and other collections. Annalist draws upon lessons learned from our 

implementation of the Wf4Ever architecture, particularly using the combination of REST interfaces and linked 

data to support a constellation of loosely coupled cooperating services. 

The Annalist project is still in its formative phase, so many details are yet to be determined. It is intended to 

be an open development which will, in due course, be available to researchers and others who require tools 

to create sharable, remixable web data without requiring software development skills or capacity. It aims, 

among other things, to provide an alternate route to creation of Research Objects and shareable data 

artifacts that may be part of the ecosystem of web resources supporting sharing and reproducibility of 

computationally-based research. 

                                                      

42 http://www.wf4ever-project.org/wiki/display/docs/RO+API+6 

43 https://github.com/gklyne/annalist 
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4.2 Domain applications 

 

In this section we discuss how future developments may lead to ñRO-enablingò of tools and methods in 

specific domains, and how this will benefit research in these areas. The first two domains ï astronomy and 

bioinformatics ï are user studies that have been part of Wf4Ever throughout the project. The third ï audio 

processing for music information retrieval and computational musicology ï is a new collaboration that has 

been developed during Wf4Ever and illustrates how the Wf4Ever architecture can be adapted to new 

domains. 

4.2.1 Astronomy 

 

User functional requirements for the Astronomy domain have been distilled taking into account the needs for 

a platform and models that improve reproducibility of the experiment through preservation of well structured 

digital experiments. Users are helped in the process of building, documenting and publishing a packed digital 

entity that encompasses a set of intertwined files, links and information. Wf4Ever preservation technologies, 

together with recommender and notifications services, enhance the visibility and discovery of digital assets 

otherwise lost in the classic publishing process. Functionalities related with evaluation of completeness, 

reproducibility and workflow decay may take part in a more detailed curation process to assess a better 

measure of the quality of the published experiment. 

With workflows being the central part of these research objects, a considerable effort has been made in 

developing AstroTaverna plugins to enable the creation of astronomy end-users workflows. AstroTaverna 

allows the creation of Virtual Observatory (VO) web-services-based workflows, and benefits from seamless 

connectivity with the ecosystem of Astronomy VO software through the SAMP [Taylor2012] message 

exchange protocol. However, its take-up among the community is still weak mainly due to the complex 

installation process of Taverna Workbench and a not intuitive GUI interface ð strongly typed for computer 

scientists in bioinformatics and life sciences. Moreover, better support to access existing distributed 

computing and storage infrastructures like Grid, Clusters, HPC, Cloud, etc. is needed in order to address the 

increasing requirements for high computational resources and seamless manipulation of big data volumes. 

Several initiatives and collaborations [Verdes-Montenegro2013] have been established by the AMIGA group, 

during the development of the project, that guarantee most of the improvements needed on AstroTaverna 

plugin, as well as support and dissemination to the community. However, these are might be jeopardized in 

the future without a common strategy that assures compatibility of the plugin with future versions of Taverna 

Workbench. 

For future developments in the astronomy domain, Wf4Ever technologies could be applied to established 

open access publishing platforms, widely known by end-users, in order to seamlessly introduce the 

Research Object concept in the community. The most used Digital Library in the astronomy domain is 

SAO/NASA ADS. It provides the most extensive paper-centric collection of hyperlinks aggregations of digital 
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resources. Wf4Ever has started a collaboration with ADS to study potential implementations of Wf4Ever 

model and technologies into their repository. Other implementations could be envisaged on the emergent 

repositories of IPython notebooks that are rising in the community, complementing these executable web 

pages with a model that provides structure and services based on evaluation metrics for completeness, 

reproducibility and decay. These implementations could be extended with SAMP Web Profile functionalities 

so to provide exchange of data and messages among browser and local VO software. 

4.2.2 Genetics and Bioinformatics 

 

In the domain of genomics and bioinformatics, the RO model is a prime candidate for a mechanism to 

preserve computational experiments. The apparent difficulty of reproducing scientific results, not in the least 

biological results, has become an urgent topic. Therefore it is likely that reproducibility will play a role in 

future life science and bioinformatics projects, for which the combination of RO, ISA-tab [Rocca-Serra2010], 

and Nanopublication [Mons2011] is an obvious candidate (see also section 4.1.5). The Wf4Ever-initiated 

collaboration between the leading developers of these models provides genomics tool developers the means 

to preserve different aspects of the research cycle in genomics: the ISA model for data generation of "omics" 

studies [Maguire2013], the Nanopublication model schema44 for attribution, and the RO model for 

aggregation and annotation. We are currently exploring possibilities of project grants to implement a 

standardised study capture pipeline based on these models within Human Genetics. The tooling that is being 

developed for these models, including Wf4Ever reference tools, will be a reference for projects that wish to 

extend tools with preservation capabilities. Workbenches such as Galaxy45 and Genome Space46 are 

candidates for such extensions, in addition to Taverna and myExperiment. In the Netherlands, "digital study 

capture" will be a standard recommendation of the Data Integration and Stewardship Centre (DISC)47. DISC, 

the Dutch node of Elixir48, was set up to aid method and data stewardship across life science projects in the 

Netherlands. Beyond Wf4Ever, DISC will closely follow the development of RO models, guidelines, and tools 

via the W3C community group for Research Objects for Scholarly Communication49. 

In terms of scholarly communication within the field, a paradigm shift is made possible by the application of 

ROs. It offers to opportunity to make the narrative of a publication the complement of a published Research 

Object. Large parts of the required components for evaluation, reuse, and reproduction of digital research 

can be captured automatically or semi-automatically by RO tooling. The narrative can focus on highlighting 

                                                      

44 http://nanopub.org/nschema 

45 http://galaxyproject.org/ 

46 http://www.genomespace.org/ 

47 http://www.dtls.nl/dtl/programmes/disc.html 

48 http://www.elixir-europe.org/ 

49 http://www.w3.org/community/rosc/ 
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the main interpretation of the authors, and point readers to various parts of the Research Object for more 

documentation, data, and executable components. We also envision RO tools to accommodate the new 

trend to release research results, which can later be updated with new results. Finally, together with ISA, RO, 

and Nanopublication developers, and editors of GigaScience journal and F1000 research we plan to start a 

discussion on óinstructions to authorsô for digital research in the life science domain. 

 

4.2.3 Music Information Retrieval and Computational Musicology 

 

[Page2013] analysed numerous software tools from the fields of Music Information Retrieval (MIR) and audio 

processing, assessing their strengths and limitations in terms of reusable code and reproducible outputs. It 

proposed ñimproving interoperability [within MIR] where the benefits are clear and well scoped, and can be 

transferred between these different layers of reuseò and suggested Research Objects (ROs) as a potential 

technology towards achieving this. 

Associated with Wf4Ever, we have begun work towards this proposal through the adoption, adaptation, and 

implementation of an RO enabled architecture for an audio processing task, focusing on how the tools aid 

and enable the capture of research context semantics and support best practices in reuse and repeatability. 

This is the first time such technology has been brought to use in an audio processing context. We have built 

a demonstrator showing how a number of different Wf4Ever tools, through the common Research Object 

model and based upon Semantic Web technology, have been brought to bear on the music domain, with 

additional features were develop. At this early stage of the work we have focussed on the semantics of the 

audio analysis process (not the semantics of the audio content itself) and how, through ROs, this can be 

integrated with the repeatability provided by workflow environments and the preservation capabilities of 

Digital Libraries. 

The demonstrator builds upon an exemplar workflow for audio genre analysis, originally developed for 

[Mayer2012] and shown in Figure 4.2.1. This workflow illustrates both how an audio analysis process can be 

encoded within a workflow, and several common workflow features. It then implements a series of steps then 

enables an audio researcher to organise their work through the Wf4Ever RO-enabled infrastructure 

(described in detail in [Page2014]); for example the workflow is imported into ROHub via the Wf-RO service, 

and a provenance bundle is exported from Taverna and uploaded to RODL to aggregate the results of an 

executed run, recording the performance of the audio classifier for future analysis. 
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Figure 4.2.1 Audio processing workflow in Taverna 

 

Although ROs provide a firm and compelling foundation, future work is needed to further automate the 

processes of reproducibility and preservation. Integration with formalised requirements (e.g. Context Models 

from TIMBUS) could enable the ñcertificationò of ROs in situations where a high bar is set for quality - e.g. in 

national repositories, or in businesses (cf. patents). More investigation is also required into tooling that can 

take the semantics already captured within an RO and ensure its reproducibility - perhaps through use of a 

virtual machine image, or archiving or all software and data used in a workflow run (although this is clearly 

not a trivial task). Where version control is used for software code, a web-based interface (i.e. provision of 

URIs) might enable integration with RO tooling. 

Given the flexible structure of ROs it is technically possible to aggregate many more elements that can 

describe the mechanics of audio analysis in much greater detail (e.g. using the Audio Features ontology50), 

and there is obvious utility in defining MINIMs such that a Wf4Ever checklist service can operate over these 

semantics -- the question then becomes of how and where we can capture the metadata to enable audio 

processing functionality. Building on the principles of automated shown in the audio processing 

demonstrator, and wishing to avoid the extra user burden which makes metadata capture less likely, we 

believe the best way to achieve this is wherever possible through the RO-enabling of tools that are already 

beneficial and integrated into a users work. For example, the Sonic Annotator tool [Cannam2010] 

implements a workflow system specific to audio processing with RDF encoding of the requisite metadata.  An 

                                                      

50 http://motools.sourceforge.net/doc/audio_features.html 








